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Motivation
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DevOps Engineer

Self-adaptive system, deployed on K8
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Motivation
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Motivation

Why does it 
scale?

DevOps Engineer

How much does it 
scale?

CC

A B

Did it scale as 
intended?

…
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Current Solutions

Disorganized

Information is only saved for 1h (with default settings)

Only metric name is displayed and no other information about metric visible

Depending on the tool large sum of logs at different places to look at 
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Current Solutions

Metric value and conditions only accessible through CLI or APM tools, e.g., Prometheus

Does not show the effect of scaling decision
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Problem

There is a lack of clear explanations for adaptation decisions, 
which increases the time spent understanding/verifying the scaling
behavior of self-adaptive systems



Explainability Questions
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Elicited using an expert survey

How does it affect other services?

How much did it scale?

Why did it scale?

Why didn‘t it scale?

When did it scale?

Why this amount?

Klinaku & Speth et al., „Hitchhiker‘s Guide for 
Explainability in Autoscaling“, 2023
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Objective
EXPAutoscaling
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Architecture
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Dashboard



14/09/2023Sandro Speth                                                Towards a Visual Explanation System for Self-Adaptation Events on Kubernetes 16

Metrics
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Event Summary
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How much did it scale?
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Why did it scale?  /        Why didn‘t it scale?
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Why did it scale?  /        Why didn‘t it scale?
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Why did it scale?  /        Why didn‘t it scale?
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Why this amount?
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How does it affect other services?
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Cluster Metrics
Open: Include scaling 

events visually



Preliminary Evaluation based on Experiment & Explainability Questions
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Using an expert survey

T2-Project

Load 
Scenarios

EXPAutoscaling



Preliminary Evaluation based on Experiment & Explainability Questions
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Using an expert survey

How does it affect other services?How much did it scale?

Why did it scale?

Why didn‘t it scale?

When did it scale?

Why this amount?

EXPA answers questions satisfactorily EXPA answers questions partially
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Limitations and Threats to Validity

Only addresses reactive autoscaling 

Experts in interview were selected based on availability and convenience

Survey does not cover all the scenarios and challenges regarding scaling 
in Kubernetes clusters

EXPA cannot identify and show causal chains of events right now

Does not provide interactive explanations (yet)
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Discussion

What would you like to see?

Which information do you require?

Any ideas for a better visual explainability?



Thank you!
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EXPAutoscaling

Backend

https://github.com/lMaxTl/explaining-
autoscaling-backend

Frontend

https://github.com/lMaxTl/explaining-
autoscaling-frontend

Open Source available under MIT License 

https://github.com/lMaxTl/explaining-autoscaling-backend
https://github.com/lMaxTl/explaining-autoscaling-backend
https://github.com/lMaxTl/explaining-autoscaling-frontend
https://github.com/lMaxTl/explaining-autoscaling-frontend

